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Abstract
This paper is of mostly of expository nature and has to
be considered as a support for the author’s lecture at
JNRR’05. We mainly describe some efficient strategies for
studying real roots of zero - dimensional systems (with a
finite number of complex roots) as well as parametric sys-
tems, with or without inequations or inequalities. As an ex-
ample we give a new computational proof of the existence
of a parallel robot with

��
real roots in less than 1 sec

on a PC. An application of solving parametric systems is
given in the paper: the classification of�-revolute-jointed
manipulators based on the cuspidal behavior.

1 Introduction
When dealing with polynomial systems, the mathematical
specification of the result of a computation, in particular
when the number of solutions is infinite, is itself a difficult
problem [1], [2], [13], [15]. Sorting the most frequently
asked questions appearing in the applications, one distin-
guishes several classes of problems which are different ei-
ther by their mathematical structure or by the significance
that one can give to the word“solving” .
Some of the following questions have a different meanings
in the real case or in the complex case, others are posed
only in the real case:

� zero-dimensional systems (with a finite number of
complex solutions - which includes the particular case
of univariate polynomials); The questions in general
are well defined (numerical approximation, number of
solutions, etc) and the handled mathematical objects
are relatively simple and well-known;

� parametric systems; They are generally zero-
dimensional for almost all the parameters’ values.
The objective consists in characterizing the solutions
of the system (number of real solutions, existence of
a parameterization, etc.) with respect to parameters’
values.

� positive dimensional systems; For a direct application,
the first question is the existence of zeros of a partic-
ular type (for example real, real positive, in a finite
field). The resolution of such systems can be con-
sidered as a black box for the study of more general

problems (semi-algebraic sets for example) and infor-
mation to be extracted is generally the computation of
a point per connected component in the real case.

� constructible and semi-algebraic sets; As opposed to
what occurs numerically, the addition of constraints
or inequalities complicates the problem. Even if semi-
algebraic sets represent the basic object of the real ge-
ometry, their automatic“and effective study”remains
a major challenge. To date, the state of the art is poor
since only two classes of methods are existing :

– the Cylindrical Algebraic Decomposition which
basically computes a partition of the ambient
space in cells where the signs of a given set of
polynomials are constant;

– deformations based methods that turn the prob-
lem into solving algebraic varieties.

The first solution is limited in terms of performances
(maximum 3 or 4 variables) because of a recursive
treatment variable by variable, the second also be-
cause of the use of a sophisticated arithmetic (formal
infinitesimals).

� quantified formulas; deciding efficiently if a first order
formula is valid or not is certainly one of the great-
est challenges in |em “effective” real algebraic geom-
etry. However this problem is relatively well encircled
since it can always be rewritten as the conjunction of
(supposed to be) simpler problems like the computa-
tion of a point per connected component of a semi-
algebraic set.

In the present document, we focus on zero-dimensional and
parametric systems which currently represents the main
class of non trivial practical problems which can be solved
using recent algorithm from computer algebra.
We denote by� �� 	 
 � � � 
 � � 


the ring of polynomials with
rational coefficients and unknowns

� 	 
 � � � 
 � �
and� ��� 	 � 
 � � � 
 � � �

any subset of� �� 	 
 � � � 
 � � 

. A point� �� �

is a zero of� if
�� �� � � � � � � � � � � �

. The ideal� � �� 	 
 � � � 
 � �  
generated by

�	 
 � � � 
 � �
is the set of

polynomials in� �� 	 
 � � � 
 � � 

constituted by all the com-

binations!"#$	 �# %# with %# � � �� 	 
 � � � 
 � � 

. Since



every element of
�

vanishes at each zero of� , we denote
by �� �� � � �� �� � � �� � � � � � �� � � � ��

� � �
(resp.�� �� � � �� �� � � �� �� � � ��

) the set of complex
(resp. real) zeroes of� .

2 Gröbner bases
A Gröbner basis of an ideal

�
is a computable generator

set of
�

with good algorithmical properties (as described
below) and defined with respect to a monomial ordering.
For instance thelexicographic” order(Lex) is defined by� �		 
 
 
 � ��� �
�� � � 		 
 
 
 � ���

iff ��� � �
such that� �� � � ��

and� � � � � 
 � � � � � � � �� � �.
Lets define some useful notations :

Definition 1 For any n-uple� � �� 	 
 � � � 
 �� � � � �
,

let denote by
� �

the monomial
� �		 
 � � � 
 � ���

. If
�

is
an admissible (compatible with the multiplication) mono-
mial ordering and

� � ! ��$� � �� � �� 
any polynomial in

� �� 	 
 � � � 
 � � 

, we define :

� !" �� 
 �� � # $% �$� &&&
� ' (

� � �� 
(leading mono-

mial of
�

w.r.t.
�

)

� ! ) �� 
 �� � � �
with

�
such that!* �� � � � � �� 

(leading coefficient of
�

w.r.t.
�

)

� !* �� 
 �� � ! ) �� 
 �� + !" �� 
 �� (leading term of�
w.r.t.

�
)

Lets define the mathematical object “Gröbner”:

Definition 2 A set of polynomials, is a Gröbner basis of
an ideal

�
wrt to a monomial ordering

�
if for all - � �

there exists. � , such that LM
�. � divides LM

�- �.
Given any admissible monomial ordering one can extend
the classical Euclidean division toreducea polynomial

�
by

another one or, more generally, by a set of polynomials/ .
Lets denote by012341 �� 
 / 
 �� the result of this division.
Unlike in the univariate case, the result of such a process is
not canonical and depends on the monomial ordering used
but also on the order you perform the reductions. One of
the main properties of Gröbner basis is to provide an algo-
rithmic method for deciding if a polynomial belongs or not
to an ideal :

Theorem 1 Let , be a Gröbner basis, of an ideal
� 5

� �� 	 
 � � � 
 � � 

for any monomial ordering

�
.

(i) a polynomial
�

� � �� 	 
 � � � 
 � � 

belongs to

�
if and

only if Reduce
�� 
 , 
 �� � �

,

(ii) Reduce(
�
,, ,

�
) does not depend on the order of the

polynomials in the list, , thus, this is a canonical re-
duced expression modulus

�
.

Gröbner bases are computable objects. The historical
method for computing them is Buchberger’s algorithm
([7, 6]). It has several variants and it is implemented in

most of general computer algebra systems like Maple or
Mathematica. Recently, more efficient algorithms have
been proposed to compute Gröbner bases:

� the/6 algorithm [10] is based on the intensive use of
linear algebra methods: in short, the arbitrary choices
are left to computational strategies related to classical
linear algebra problems (mainly the computation of
row echelon form).

� In [12] a new criterion (the/7 criterion) for detect-
ing useless computations has been given; under some
regularity conditions on the system, it is proved that
the algorithm do never perform useless computations.
A new algorithm named/7 has been built using these
two ideas: the/7 algorithm constructs incrementally
the following matrices in degree8:

9 : �
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@
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C
DDE

where the indices of the columns are mono-
mials sorted for the admissible ordering�

and the rows are product of some poly-
nomials - � FG HI# 1 # IJI# K$LH ?M

such that21N �?M - � � � 8 �
For a regular system the matri-

ces
9 :

are full rank. In a second step, row echelon
forms of the matrices are computed:

9 O: �
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@
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� � � � � �

C
DDE

Even if /7 still computes the same mathematical object (a
Gröbner basis), the gap with existing other algorithms is
consequent. In particular, due to the range of examples that
become computable, Gröbner basis can be considered as a
reasonable computable object in large applications. Im-
portant parameters to evaluate the complexity of Gröbner
bases with the/7 are theP the maximal degree8 occur-
ring in the computation and the size of the matrix

9 : �
The

overall cost is thus dominated by
�Q 9 : �>

.

We pay a particular attention to Gröbner bases computed
for elimination orderings since they provide a way of sim-
plifying the system (an equivalent system with a structured
shape). For example, a lexicographic Gröbner basis of a



zero dimensional system has always the following shape :�����������������
����������������

- �� 	� � �
-= �� 	 
� = � � �
...-#� �� 	 
� = � � �
-#�� 	 �� 	 
� = 
 � > � � �
...-#��	� 	 �� 	 
 � � � 
 � � � � �
...-#� �� 	 
 � � � 
 � � � � �

�

(when the system is not zero dimensional some of the poly-
nomials may be identically null). A well known property is
that the zeros of the smallest (w.r.t.

�
) non null polynomial

define the Zariski closure (classical closure in the case of
complex coefficients) of the projection on the coordinate’s
space associated with the smallest variables.
More generally, an admissible ordering

�
on the mono-

mials depending on variables�% 	 
 � � � 
 % : 
 � :� 	 
 � � � 
 � � 

which eliminates

� :� 	 
 � � � 
 � �
is an ordering such

that %� � � M �� � � � � � 8 
 � � 8 � � � � � �
.

The lexicographic ordering is a particular elimination
ordering. Given two monomial orderings

�	
(w.r.t.

the variables%	 
 � � � 
 % :
) and

�

(w.r.t. the variables� :� 	 
 � � � 
 � � � one can define an ordering which “elim-

inates“
� :� 	 
 � � � 
 � �

by setting the so called block or-
dering

�	 '
 as follows : given two monomials; and; O
, ; �	 '
 ; O

if and only if ; ��	
 	 ������� 
 	 �=
; O��	
 	 ������� 
 	 or (; ��	
 	 ������� 
 	 � ; O��	
 	 ������� 
 	 and; �� �� 	
 	 ������� 
 	 � 	 ; O�� �� 	
 	 ������� 
 	 ).
Two important applications of elimination theory are the
“projections” and “localizations“. In the following, given
any subset� of

� :
(8 is an arbitrary positive integer),�

is its Zariski closure, say the smallest subset of
� :

con-
taining � which is the zero set of a system of polynomial
equations.

Proposition 1 Let , be a Gröbner basis of an ideal
� 5

� �% 
 � 

w.r.t.

�	 '
 , then, � � �% 

is a Gröbner basis of� � � �% 


w.r.t.
�	

;
Let � be a new indeterminate, thenV

�� � � V
�- � � V

��� �
�� - � � � � � �% 
� 
�. If , O 5 � �% 
� 
 � 


is a Gröb-
ner basis of

� � �� - � � with respect to
� �	 '
 � '� then, O � � �% 
 � 


is a Gröbner basis of
� � - � �� �� � �� - �

� � � � �% 
� 

w.r.t.

� �	 '
 �. The varietyV
�� � � V

�- � and
the ideal

� � - � are usually called the localization of V
�� �

and
�

by - .

3 Zero-dimensional systems
Zero-dimensional systems are polynomial systems with a
finite number of complex solutions. This specific case is
fundamental for many engineering applications. The fol-
lowing theorem shows that we can detect easily that a sys-
tem is zero dimensional or not by computing a Gröbner
base for any monomial ordering :

Theorem 2 Let , � �. 	 
 � � � 
 . � � be a Gröbner basis
for any ordering

�
of any system� � �� 	 
 � � � 
 � � � �

� �� 	 
 � � � 
 � � 
�
. The two following properties are equiv-

alent :

� For all index
�
,
� � � � � � �

, there exists a polynomial.M � , and a positive integer
�M

such that
� ��� �

LM
�.M 
 ��;

� The system
��	 � � 
 � � � 
 � � � ��

has a finite number
of solutions in

� �
.

If � is zero-dimensional, then, according to theo-
rem 2, only a finite number of monomials; �
� �� 	 
 � � � 
 � � 


are not reducible modulo, , meaning that
Reduce(; ,, ,

�
)� ; . Mathematically, a system is zero-

dimensional if and only if� �� 	 
 � � � 
 � � 
��
is a� -vector

space of finite dimension. This vector space can fully be
characterized when knowing a Gröbner basis:

Theorem 3 Let � � �� 	 
 � � � 
� � �
be a set of polynomi-

als with
� � � � �� 	 
 � � � 
 � � 
 
 ��� � � � � � �

, and suppose
that , is a Gröbner basis of��  

with respect to any mono-
mial ordering

�
. Then :

� � �� 	 
 � � � 
 � � 
�� � �012341 �� 
 , 
 ��
�

� � �
is a

vector space of finite dimension;

� � � �? � � �		 
 � ��� 
 � 	 
 � � � 
  � � �� � � 012341 �? 
 , 
 �� � ?� � �! 	 
 � � � 
!" �
is a

(vector space) basis of� �� 	 
 � � � 
 � � 
��
;

� P � #� is exactly the number of elements of complex
zeroes of the system

�� � � 
 �� � � �
counted with

multiplicities.

Thus, when a polynomial system is known to be zero-
dimensional, one can switch to linear algebra methods to
get informations about its roots. Once a Gröbner basis is
known, a basis of� �� 	 
 � � � 
 � � 
��

can easily be com-
puted (Theorem 3) so that linear algebra methods can be
applied for doing several computations.
For any polynomial$ � � �� 	 
 � � � 
 � � 


the decom-
position $ �Reduce($,, ,

�
)=!

"�$ 	 � �! �
is unique

(theorem 1) and we denote by%$ � �� 	 
 � � � 
 �" 

the representation of$ in the basis � . For ex-
ample, the matrix w.r.t. � of the linear map; & � � �� 	 
 � � � 
 � � 
�� �' � �� 	 
 � � � 
 � � 
��

%� (�' �')*
can explicitly be computed (its columns are the vectors�'$! �

) and one can then apply the following well-known
theorem:

Theorem 4 (Stickelberger) The eigenvalues of; & are ex-
actly the$ �� � where� � �� �� �.
According to Theorem 4, the i-th coordinate of all� ��� �� � can be obtained from+
 � eigenvalues but the issue
of finding all the coordinates of all the� � �� �� � from



+
 	 
 � � � 
 +
� eigenvalues is not explicit nor straight-
forward (see [4] for example). Note also that some au-
thors propose algorithms to compute numerically the ma-
trices +
 	 
 � � � 
+
� without computing Gröbner bases
(see [16]). Up to our experiments, such computations are
not numerically stable for general manipulators and it may
be preferable to compute, for example, the characteristic
polynomial of the matrix+
 � and then isolate its real
roots. Thus one would prefer to follow with exact com-
putations a little bit more, providing exact formulas as ex-
plained in the next section.

3.1 The Rational Univariate Representation
The Rational Univariate Representation [19] is, with the
end-user point of view, the simplest way for representing
symbolically the roots of a zero-dimensional system with-
out loosing information (multiplicities or real roots) since
one can get all the information on the roots of the system
by solving univariate polynomials.
Given a zero-dimensional system

� � � � 	 
 � � � 
� � <
where the

� � � � �� 	 
 � � � 
 � � 

, a Rational Univari-

ate Representation of V
�� � has the following shape :

-� �� � � � 
� 	 � �� �� 	 �� ��� �	 �� �

 � � � 
 � � � �� ��� �� ��� �	 �� � , where

-� 
 . � '
	 
 . � '
 	 
 � � � 
 . � '
� � � �� 


(� is a new variable). It
is uniquely defined w.r.t. a given polynomial

?
which sep-

arates� �� � (injective on� �� �), the polynomial-� being
necessarily the characteristic polynomial of; � (see above
section) in� �� 	 
 � � � 
 � � 
��

[19]. The RUR defines a bi-
jection between the roots of

�
and those of-� preserving

the multiplicities and the real roots :

V
�� � ��� � � V

�-� � ��� �� � �� 	 
 � � � 
 �� � ' ? �� �� �� �� 	 �� �� ���� �	 �� �� �� 
 � � � 
 �� ��� �� ������ �	 �� ���� � � ? �� �
For computing a RUR one have to solve two problems :

� finding a separating element
?

� given any polynomial
?
, compute a RUR-Candidate-� 
 . � '

	 
 . � '
 	 
 � � � 
 . � '
� such that if
?

is a separating
polynomial, then the RUR-Candidate is a RUR.

According to [19], a RUR-Candidate can explicitly be
computed when knowing a suitable representation of
� �� 	 
 � � � 
 � � 
��

:

� -� � !
"�$ � � �� �

is the characteristic polynomial of; �. Lets denotes by-� its square-free part.

� for any � � � �� 	 
 � � � 
 � � 

, . � '	 � . � '	

�� � �
!

:
	�$� *� $41 �;
	�� ��

:
 �
	 �� �, 8 � 21N �-� � and
� M �� � � !

M�$� � �� �
M
In [19], a strategy is proposed for computing a RUR for
any system (a RUR-Candidate and a separating element),
but there are special cases where it can be computed differ-
ently. When

� 	
is separating V

�� � and when
�

is a radical
ideal the system is said to be inshape position. In such

cases, the shape of the lexicographic Gröbner basis is al-
ways the following :

�����
����

- �� 	� � �
� = � -= �� 	�
...�� � -� �� 	 �

�
(1)

As shown in [19], if the system is in shape position,.
 	 '
	 � - O
 	 and we have-
 	 � - and - � �� 	 � �.
 	 '
 � �� 	�.
 	 '

	 �� 	�; 
8- . Thus the RUR associated
with

� 	
and the lexicographic Gröbner basis are equiva-

lent up to the inversion of.
 	 '
	 � - O
 	 modulo-
 	 . In the

rest of this paper we call this object a RR-Form of the cor-
responding lexicographic Gröbner basis. The RUR is well
known to be smaller than the lexicographic Gröbner ba-
sis in general and thus will be our priviligied object. Note
that it is easy to check that a system is in shape position
once knowing a RUR-Candidate (and so to check that

� 	
separates V

�� �): it is necessary and sufficient that-
 	 is
square-free.
These results have many practical drawbacks since, the
systems which are often in shape position. We thus can
multiply the strategies for computing a RUR : one can
compute a “modified“ lexicographic Gröbner directly us-
ing [10] for example or by change of ordering like in [11]
or a RUR using the algorithm from [19].

3.2 From formal to numerical solutions

Computing a RUR reduces the resolution of a zero-
dimensional system to solving one polynomial in one
variable (-�) and to evaluating

�
rational fractions

(
�� �� � �� ��� �	 �� �


 � � � � � � �
) at its roots (note that if one sim-

ply want to compute the number of real roots of the system
there is no need to consider the rational coordinates). Our
goal is to compute all the real roots of the system (and only
the real roots), providing a numerical approximation with
an arbitrary precision (set by the user) of the coordinates.
In practice, the computation of the RUR is not the end
point of the work : approximating the roots of-� is not
sufficient to provide accurate numerical approximations of
the roots of the initial system and, moreover, not sufficient
to guarantee the sign of the coordinates. Also a naive al-
gorithm which would consist in “plugging” numerical ap-
proximations of the roots into the-	 
 � � � 
 -�

will not give,
in most cases, any suitable information. If one is only in-
terested in the signs of the- �

one could imagine computing- � � �� �� 	 ��  �� �� �� �

 � � � 
 �� ��� ��  �� �	 �� � � and studying the values of these

polynomials at the roots of
�
. Again, this would lead to

very hard computations since such a plug induces multi-
plying large polynomials modulo-�.
The isolation of the real roots of-� can be done using the
algorithm proposed in [20] : the output will be a list��� of
intervals with rational bounds such that for each real root� of -�, there exists a unique interval in��� which contains



�. The second step consists in refining each interval in or-
der to ensure that it does not contain any real root of. � '

	
.

Since-� and. � '
	

are co-prime this computation is easy and
we then can ensure that the rational functions can be evalu-
ated using interval arithmetics without any cancellation of
the denominator. This last evaluation is performed using
multi-precision arithmetics (MPFI package - [18]). As we
will see in the experiments, the precision needed for the
computations is poor and, moreover, the rational functions
defined by the RUR are stable under numerical evaluation,
even if their coefficients are huge (rational numbers), and
thus this part of the computation is still efficient. For in-
creasing the precision of the result, it is only necessary to
decrease the length of the intervals in��� which can easily
be done by bisection. Note that is is quite simple to certify
the sign of the coordinates : one simply have to compute
some gcds and split, when necessary the RUR.

3.3 Signs of polynomials at the roots of a sys-
tem

Computing the sign of given multivariate polynomials at
the real roots of a zero-dimensional system may be impor-
tant for many applications and this problem is not solved by
the above method. Instead of“plugging” straightforwardly
the formal coordinates provided by the RUR into the- �

,
we better extend the RUR by computing rational functions
which coincide with the- �

at the roots of
�
. This can

theoretically simply be done by using the general formula
from [19] : �� '

M � !
" 
	�$� *� �� �-M ? � ��" 
�
	 �� �. One

can directly compute the*� �� �-M ? � � reusing the compu-
tations already done if the (classical) RUR (without addi-
tional constraints) has already been computed and show
that as soon as

�
is small, it is not more costly to compute

the extended RUR than the classical one.
The right way for studying the signs of the- �

at the ele-
ments of V

�� � consists in first computing theGcd of each
�� '

�
and -� to localize the roots where the- �

vanish and
then to evaluate the� � '

�
at the other roots using interval

arithmetic.

4 Solving Parametric Systems
The method described in this section is a particular case of
the algorithm from [14] : we impose here that the system
has as many equations as unknowns, the ideal generated
by its equations is radical. This class of example may be
considered as being generic in practice since it contains all
parametric systems which can be solved by simple versions
of Newtons’ method for almost all the specializations of the
parameters. The following notations will be used:

Notation 1 Let us consider the basic semi-algebraic set

� � �� � �� 
 � 	 �� � � � 
 � � � 
� � �� � � � 

-	 �� � < � 
 � � � -� �� � < � �

and the basic constructible set

� � �� � � � 
 � 	 �� � � � 
 � � � 
� � �� � � � 

- 	 �� � �� � 
 � � � -� �� � �� � �

where
� � 
 -M

are polynomials with rational coefficients.

� �% 
� 
 � �%	 
 � � � % : 
 � :� 	 
 � � � � � 

is the set of un-

knowns or variables, while% � �%	 
 � � � %: 

is the

set of parameters and
� � �� :� 	 
 � � � � � 


the set of
unknowns;

� � � �� 	 
 � � �� � �
is the set of polynomials defining the

equations;

� � � �-	 
 � � � -� � is the set of polynomials defining the
inequations in the complex case or the inequalities in
the real case;

� For any� � �
:

, �� is the specialization map% �'
�;

� 	 	 � � � �' � :
denotes the canon-

ical projection on the parameter’s space�� 	 
 � � � 
 � : 
 � :� 	 
 � � � 
 �� � �' �� 	 
 � � � 
 � : �;
� Given any ideal

�
we denote by V

�� � 5 � �
the asso-

ciated (algebraic) variety.

� for any set� 5 � �
, � denotes its

�
-Zariski closure

(the smallest algebraic variety containing� ).

Solving
�

or
�

amounts to compute sub-manifolds
 5 � :
such that

�	 
		 �
 � � � 
	 	 � is an analytic covering of

(in that case, we say that
 has the

�	 	 
 � �-covering prop-
erty). This guarantees that the cardinal of	 
		 �� � � �

is
constant for all� � 
 and that	


		 �
 � � �
is a finite col-

lection of sheets which are all homeomorphic to
 . Note
that the result remains true in restriction to the reals, re-
placing

�
by

�
, so we focus on the complex case (study of�

).
Under our assumption “as many unknowns as equations“,	 	 �� � is dense in

� :
and all the known algorithms for

solving
�

or
�

compute implicitly or explicitly a Zariski
closed subset� such that any sub-manifold of

� : � �
have the (	 	 
 �

)-covering property.
In [14], the authors introduce thediscriminant varieties of�

w.r.t. 	 	
which are algebraic sets with the above prop-

erty (even in the cases where	 	
is not dense in

� :
). As

one of the main results, they show that the complement
in

� :
of the union of the open subsets which have the

(	 	 
 �
)-covering property is a Zariski closed set which is

thus theminimal discriminant variety of
�

w.r.t. 	 	
.

Under the hypothesis
� � � � 8 (as many equations as

unknowns), results from [14] shows that this minimal dis-
criminant variety can be decomposed as�" � �� 
� � 


��$ 	 � �� , where:

� �� is the Zariski closure of the set of critical values
of 	 	

in restricted to the union of the components of
dimension8 of

�
;

� �� is the set of points� � � :
such that	


		 �
 � � �
is not compact for any compact neighborhood
 of �
in 	 ;



� � �� is the Zariski closure of the projection of the in-
tersection of

�
with the hyper-surface defined by- �

=0;

4.1 Computing the minima discriminant va-
riety

For computing the minimal discriminant variety�"
, on

need to compute first� and then the components��, ��
and� �� .
Writing

� � V
�� � � 


��$ 	V �- � �, one can apply proposition
1 to compute a polynomial system (in fact a Gröbner basis)
whose zero set is

�
by localizing ��  

iteratively w.r.t. the- �
, say compute

� � �� � � ����  � - �	 � � - �= � � � �� � - �� .
Using again proposition 1, one can then compute

��� ��� � � - � <� � � �% 

such that� �� � V

�- � �.
The computation of�� can be done using the theorem
from [14]:

Theorem 5 Let , be a reduced Gröbner basis of any
ideal

�
such that V

�� � � �
for the product ordering

�	 '
where
�


is the Degree Reverse Lexicographic ordering
s.t.

� :� 	 � � � � � ��
. We define��� � �! ) (� �. �

�
. � , 
 �; � � 
 !" (� �. � � � �� �

, and �� �, � � �% 

. Then:

� ��
is a Gröbner basis of

� � � �% 

w.r.t.

�	
and�� 5

��� for
� � 8 � � � � � �

;

� ��� is a Gröbner basis of some ideal
� �� 5 � �% 


w.r.t.
�	

;

� �� � �
��$ :� 	 V

�� �� �.
� if

� � � �% 

is prime, then�� � 	 if and only if��� � ��

for some
�
.

Note that under the hypothesis
� � � � 8, �� � �.

If
�

is prime, then�� is the zero set of
�� � �$4

�
�
 �� �� �
� �% 


where�$4�

�
 �� � is the ideal generated by the Ja-

cobian determinant with respect to the variables
�

of any
systems of generators of

�
. This characterization can be

extended to equi-dimensional and radical ideals but not to
the general case (consider for example the system

� = � �
where

�
is a non constant polynomial in� �% 
� 


). Un-
der the hypothesis

� � � � 8 together with the con-
dition

�
is radical, one has always (according to [14])

�� � V
�� � �$4�


�
 �� �� � � �% 

. In this case, one can

compute, using again proposition 1, a system of generators�� (in practice a Gröbner basis) such that�� � V
��� �.

The condition
� � � � 8 can be a priori tested (it is

sufficient to count the number of equalities in the sys-
tem) and the condition “

�
is radical” can be replaced by

”
� � �$4�


�
 �� �” has dimension less than8. If it is not the
case, one would need to compute the so called “radical of�
” and run the process again (not developed in this short

survey).
At this step, one knows how to compute a set of ideals� �� 
 � � 8 � � � � � �

,
��, ��� 
 � � � � � � � such that�" �



��$ :� 	

V
�� �� � 
 V

��� � 
 ��$ 	
V

���� �.

4.2 Using the discriminant variety
Let us denote by
 	 
 � � �
 # the connected components of� : ��"

. If � 	 
 � � � 
 � # are sample points such that� � � 
 �
then� #�$ 	 	 
		 �� � � intersects each connected component
of � � V

���  � � ��
in a finite number of points. More-

over, if
 is a small neighborhood of� �
, then	


		 �� � � � �
consists in exactly one point in each connected component
of 	


		 �
 � � � . By removing the points of	

		 �� � � � �

which do not verify the inequations
�- < ��� �� , one gets

exactly one point on each semi-algebraic connected com-
ponent of	


		 �
 � � �
. Thus, by computing one point on

each
 �, one can get the number of real points of
�

over
any point of
 �, which is constant on
 �. Thus the number
of real or complex solutions of

�
for parameters’ values

which do not belong to�"
depends only on the connected

component
 � and is a computable well defined function of
the index

�
.

Obtaining the sample points� 	 
 � � � 
 � # consists in comput-
ing one point on each connected component of

� : � �"
,

which may be got with a good theoretical complexity by
the algorithms described in [5]. In practice, the end-user
often wants to compute the number of real roots of the sys-
tem as a function of the parameters. Computing at least
one point on each
 �

not enough for this: one needs also,
at least, an algorithm to test if two points are in the same
connected component, or hopefully a comprehensive de-
scription of the connected components.
Basically, the CAD algorithm computes a cylindrical de-
composition of the ambient space in cells such that the
polynomials of a given set have a constant sign on each
cell. Precisely :

Definition 3 A cylindrical algebraic decomposition of� :
is a sequence� 	 
 ���
 � :

, where, for� � 	 � 8, � # is
a finite partition of� #

into semi-algebraic subsets (which
are called cells), satisfying the following properties:

� Each cell� � � 	
is either a point, or an open inter-

val.

� For every
	 
 � � 	 � 8, and for every� � � # , there

are finitely many continuous semi-algebraic functions
(graphs of semi-algebraic sets)
� '

	 � ��� � 
� '��� � � �' � such that the cylinder� 
 � 5 � #� 	
is

the disjoint union of cells of� #� 	
which are:

– either the graph of one of the functions
� '
M

, for� � �
 ���
 �� :

9� '
M � ��� O 
 � #� 	 � � � 
� � �#� 	 � 
� '

M �� O �� �
– or a band of the cylinder bounded from below

and from above by the graphs of functions
� '
M

and 
� '
M� 	

, for
� � � 
 � � � 
 �� , where we take


� '
� � ��

and
 � '�� �
	 � ��

:

�� '
M � ��� O 
 � #� 	 � � � 
� � 
� '

M �� O � � �#� 	 � 
� '
M� 	



A CAD adapted to a set
�� 	 
 � � � 
 � � �

of polynomials
of � �% 	 
 � � � 
 %: 


is a CAD such that each cell� is�� 	 
 � � � 
 � � �-invariant, which means that the
��

have a
constant sign in each cell.

In our case, a CAD adapted to the set of the polynomials
defining the discriminant variety will provide a partition
of � :

into cells where the signs of these polynomials are
constant. In particular, all the cells such that none of these
polynomials vanishes are embedded in a
 �

defined above
while the others will be embedded in�"

. If we are not
interested in decomposing�"

(most practical situations),
one can simplify a lot the original algorithm proposed by
Collins and compute aPartial CAD. In the following, one
suppose that�� is the set of polynomials which appear in
the above representation of�"
PCAD - Projection step
At level

	
, we have a set� # of polynomial of� �%# 
 � � � 
 %: 


. We construct� #� 	 � � �
� �� # � as be-
ing the smallest set such that:

� If
�

� � # , 21N	� �� � � 8 � �,
� �
� �� # � contains all

the (non constant) )discriminantP ���� �; �� 
 %# �.
� If

�
� � # , $ � � # ,

� �
� �� # � contains�  �� �?��? �� 
 $ � (if non-constant).

� If
�

� � # , 21N	� �� � � � and ��	� �� � non constant,� �
� �� # � contains��	� �� �.
� If

�
� � # , 21N	� �� � � �

and
�

non constant,� �
� �� # � 
 contains
�
.

PCAD - lifting step / effective output
A human readable characterization of a cell in

�
that is not

a point (real algebraic number) could simply be an integer
�

such that if
� 	

denotes the product of all the polynomials of� �
� �� 	 �,then if
� � �, the cell is the interval between the

�-th and the� � �-th root of
� 	

. By convention,
� � �

rep-
resents the interval


 � � � � 	 � where� 	
is the smallest real

root of
� 	

, and if 8 	
is the number of real roots of

� 	
, then

the integer
� � 8 	 � � represents the interval


�:	 
 �� �.
More generally, we can characterize recursively the cells of� #

we need as a
	
-uple �� 	 
 � � � 
 �# 
 such that�� 	 
 � � � 
 �#
	


characterizes a cell of
� #
	

and
�# is an integer such

that if
� # denotes the product of all the polynomials of� �
� �� # �,then if

�# � �, the cell is the interval between
the �-th and the� � �-th root of

� # . Also the final output
may consists in a list of8-uples of integers and a triangular
set (

�
�
� � 
� � 
 � � � 
� :

) which provides sufficiently many
informations to compute at least one point on each cell and
so compute the corresponding sequence of signs realized
by the initial set of polynomials

�� 	 
 � � �� � �
.

In practice, each step of the lifting phase induce the follow-
ing computations:

� (1) compute real roots of all polynomials of� # and
sort them;

� (2) take one point on each interval between roots of
(1);

� (3) specialize%# to (2) in� #
	 � � �� 	
.

One can notice that there are no more computations with
real algebraic numbers ...
The proof of the correctness of this algorithm comes from
the correctness of Collins’ algorithm and from the fact that
we only removed cells that belong to	


		 ��" �.
Remark 1 An important additional test is useful in prac-
tice: before adding a polynomial in the projection step, we
use filters or algorithms to detect if it has no real roots.
This may be done by applying CAD algorithm again but
also methods such as proposed in [3] or better in [21].

5 Applications
5.1 Parallel robot with �� real roots
Using a numerical global optimization program, Dietmaier
[17] gives explicitly an example of a robot with 40 real
roots; we show that using the tools presented in the paper it
is very easy to check that the solutions are really real num-
bers (and not complex number with a very small imaginary
part).
Solving the Direct Kinematic Problem (DKP) consists in
computing the position of the robot (designated by

� �
articulation position located on the end-effector moving
platform) knowing the configuration of the robot (points9 �

located on the base) and the lengths of the actuators� � �
��9 �� � ��

. Among the numerous existing algebraic
formulations of the DKP problem which are commonly
used in computer algebra we used the Displacement based
equations: let

� � (resp.
�� ) be the base Cartesian ref-

erence frame of center	 (resp. reference frame of center
� relative to the mobile platform). if there exists any mo-
bile platform position

�'
� � �

� which meets the constrains
 � � � � � � �

, then there exists a rotation� such that :�'
� � �
 � �
�'
) �
 � � � 
 �')� � �
� 
 � � � � � � �

(2)

The natural way to set an algebraic equation system from
(2) is to straightforwardly use the rotation matrix parame-
ters and the vector

�'
) �
 � � �� 
 � 
 � 

coordinates as un-

knowns. Any rotation� can be expressed using the Cayley
transform: if� is any anti-symmetric matrix:

� �
@
B

� � ��� � ��� �� �
C
E

then, provided that � is not an eigenvalue of
� , then � � ���

� 
� is a rotation and is given by

��
2

4

� � �� � �� � �� � � � � � � ! �� ��� � � � � ��� � � � �� � �� � � � � !�� ! �� � �� � � � !� ��� � �� � � � ��
3

5

where" � � � �= � �= � �=
.



Conversely, if� is a rotation then� � �

�

�� � is anti-
symmetric (again

� � should not be an eigenvalue of� ). Expressing relation (2) and removing the denom-
inators, one obtain a system depending on

�
variables

�� 
 � 
 � 
 � 
 � 
 �
. In fact, knowing� 
 � and � it is obvi-
ous to recover�� 
 � 
 � 


from a linear system. Thus it
is enough to compute a Gröbner basis of the correspond-
ing algebraic system for an ordering eliminating�� 
 � 
 � 


.
As explained before we compute a RR-Form of the lexico-
graphical Gröbner basis (equivalent to a RUR in that case).
Isolation and certification of the real coordinates is then
computed: we found

��
real roots in approximatively 1.1

sec (PC Intel Xeon 2.8 Ghz).

5.2 Cuspidal robots
We revisit here a ad-hoc computation done in [8]. An ex-
tension of this problem (one variable more) can be founded
in [9]. The goal was to compute a classification of�-
revolute-jointed manipulators based on the cuspidal be-
havior. This ability to change posture without meeting a
singularity is equivalent to the existence of a point in the
workspace, such that a polynomial of degree four depend-
ing on the parameters of the manipulator and on the Carte-
sian coordinates of the effector has a triple root.
The system that characterizes the cuspidal robots depends
on 3 parameters86 
 8> and

�= which are the design param-
eters (supposed to be positive). It is given by:� �?� � �?6 � �?> � �?= � 8? �  � � 


��� � � � 
 � ��� �� � � 
 86 < � 
 8> < � 
 �= < �

with:

������������������������
�����������������������

� � ; 7 � ; = � ; �
� � ��; > � �; 	
� � ��; 7 � �; 6 � �; �
8 � �; > � �; 	 � ; 7 � ; = � ; �

; � � �� = � � == � �
"� 	

 ��

6; 	 � ��= 86 � �� � � � ��86 �=; = � �� � � � ��86 8>; > � ��= 8> 8=6; 6 � 8=6 �� == � ��; 7 � 8=6 8=>� = � � = � � =
� � � = � � =
� � 8=6 � 8=> � � ==

We take� � �� 
 ��� � 
 � ��� �� �
,
� � �86 
 8> 
 �= �

, % �
�86 
 8> 
 �= 
 and

� � �? 
 � 
 � 

. The system has dimension�

but the only component of dimension
�

is embedded in
V

�86 � 5 � �� .
As in most situations,�� is easy to compute. Here, the
result is :

� � �6 � ���
 � �7 � �� �8� � 8�� � � � �>8� � 
 � �� � ���
Since

� � < � �$4�

:
 �� � has dimension

� 8 and since
the system has� equations and depends on 3 parameters,
then�" � 


�$6 &&&�V �� �� � 
 V
��� � < � �$4�


:
 �� �� �
� �% 
�, and :

� �	
�� �
{
-d4^2+r2^2+d3^2,
d4^2*r2^6-d4^4*r2^4+2*d4^2*r2^4+3*d4^2*d3^2*r2^4-
2*d4^4*r2^2+d4^2*r2^2-2*d4^4*d3^2*r2^2+
3*d4^2*d3^4*r2^2-d3^2*r2^2-
d4^4*d3^4+d4^2*d3^2+d4^2*d3^6-2*d4^2*d3^4-d4^4+
2*d4^4*d3^2,r2^8+2*d3^2*r2^6+2*r2^6-2*d4^2*r2^6+
d4^4*r2^4-4*d4^2*r2^4-2*d3^2*r2^4-
2*d4^2*d3^2*r2^4+r2^4+d3^4*r2^4-2*d4^2*r2^2+
2*d4^4*r2^2+2*d4^2*d3^2*r2^2+d4^4,
d3^2*r2^2-d4^2+2*d4^2*d3+d3^2-d4^2*d3^2-2*d3^3+d3^4,
d3^2*r2^2-d4^2-2*d4^2*d3+d3^2-d4^2*d3^2+2*d3^3+d3^4
}

Removing the polynomials which have no real roots, , one
can easily terminate the computations by using a partial
CAD and some tools for computing the real roots of a zero-
dimensional system. The projection of the discriminant va-
riety on the subspace

�8> 
 �= � (obtained after the first partial
CAD projection step) appears in following figure.

Zone 2Zone 1 Zone 3 Zone 4 Zone 5

(1,1)

(1,2)

(1,3)

(1,4)
(1,5)

(2,1)

(2,3)

(2,4)

(2,2)

(3,1)

(3,2)

(3,3)

(4,1)

(4,2)

(5,1)

Figure 1: Partition of the parameters’space
�8> 
 �= �

Over each open cell, there are exactly six sheets on the dis-
criminant variety, and the following table gives the number
of solutions found at a sample point in each of the cells de-
limited by these sheets (by solving the corresponding zero-
dimensional systems):

(8> 
 �=) � 86 1 2 3 4 5 6 7
(1,1) 0 0 4 4 2 0 0
(1,2) 0 4 4 4 2 0 0
(1,3) 0 4 4 4 2 0 0
(1,4) 0 4 4 2 2 0 0
(1,5) 0 4 4 2 0 0 0
(2,1) 0 0 4 4 2 2 0
(2,2) 0 4 4 4 2 2 0
(2,3) 0 4 4 4 2 2 0
(2,4) 0 4 4 2 2 2 0
(3,1) 0 4 4 4 2 2 4
(3,2) 0 4 4 4 2 2 4
(3,3) 0 4 4 2 2 2 4
(4,1) 0 4 4 4 2 2 4
(4,2) 0 4 4 2 2 2 4
(5,1) 0 4 4 2 2 2 4

Table I: Number of real solutions for each cell.



We may consider that the problem is completely solved,
even if no precise information is known for parameter’s
values that belongs to the discriminant variety: it will any-
way be impossible to construct, in practice, a robot whose
parameters belong to a strict closed subset of the parame-
ter’s space.
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